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Finally, My Own Example About 
Web Data Quality



Motivation for Knowledge-Based Trust 
(KBT)

● Providing a new perspective to 
evaluate Web source quality

● What we have now--Exogenous signals
○ Link-based
○ Search log and click-through rate
○ Web spam

● Key idea: Evaluate trustworthiness of 
sources by the correctness of its 
factual information--Endogenous signals



Correctness of Factual Information
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Why Should We Care?



I. Tail Sources Can Be Useful

Good answer for an award-winning song



I. Tail Sources Can Be Useful

Missing answer for a not-so-popular song



Very precise info on guitar players but low Page Rank

I. Tail Sources Can Be Useful



II. Popular Websites May Not Be Trustworthy

http://www.ebizmba.
com/articles/gossip-websites

Gossip Websites

Domain

www.eonline.com

perezhilton.com

radaronline.com

www.zimbio.com

mediatakeout.com

gawker.com

www.popsugar.com

www.people.com

www.tmz.com

www.fishwrapper.com

celebrity.yahoo.com

wonderwall.msn.com

hollywoodlife.com

www.wetpaint.com

14 out of 15 have a 
PageRank among top 
15% of the websites



How Can Trustworthiness 
Help?



Knowledge-Based Trust (KBT)

Trustworthiness in [0,1] for 5.6M websites and 
119M webpages



Knowledge-Based Trust vs. PageRank

Correlated 
scores

Often tail 
sources w. high 
trustworthiness



I. Tale Sources w. Low PageRank May 
Provide Valuable Info

Among 100 sampled websites, 85 are indeed trustworthy.



Knowledge-Based Trust vs. PageRank

Often tail 
sources w. high 
trustworthiness

Correlated 
scoresOften sources 

w. low accuracy



II. Popular Websites May Not Be Trustworthy

http://www.ebizmba.
com/articles/gossip-websites

Gossip Websites

Domain

www.eonline.com

perezhilton.com

radaronline.com

www.zimbio.com

mediatakeout.com

gawker.com

www.popsugar.com

www.people.com

www.tmz.com

www.fishwrapper.com

celebrity.yahoo.com

wonderwall.msn.com

hollywoodlife.com

www.wetpaint.com

14 out of 15 have a 
PageRank among top 
15% of the websites

All have knowledge-
based trust in bottom 
50%



II. Popular Websites May Not Be Trustworthy



III. Website Recommendation by Vertical



III. Website Recommendation by Vertical



Now, How to Compute KBT?



Key Idea in KBT
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Knowledge Vault–
Probabilistic Knowledge Fusion

#Triples
3.0B

(0.3B w. pr>=0.7)

#URLs
2.5B 

(28M Websites)

#Extractors 16

[SIGKDD, 2014]
[VLDB, 2014]



KV Makes This Possible
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KV Makes This Possible

Accu 0.7

Triple 1

Triple 2

Triple 3

Triple 4

Triple 5

Triple 6

Triple 7

Triple 8

Triple 9

Triple 10

...

1.0

0.9

0.3

0.8

0.4

0.8

0.9

1.0

0.7

0.2

...



Challenges

Triple 1 1.0

Triple 2 0.9

Triple 3 0.3

Triple 4 0.8

Triple 5 0.4

Triple 6 0.8

Triple 7 0.9

Triple 8 1.0

Triple 9 0.7

Triple 10 0.2

... ...

Accu 0.7

1. How to decide if a 
triple is indeed 
claimed by the source 
instead of an 
extraction error?



Extractions Can Be Wrong

● (Obama, nationality, Kenya)
2087 extractions:
○ Example of a correct extraction

http://beforeitsnews.com/obama-birthplace-controversy/2013/04/alabama-supreme-court-chief-justice-roy-
moore-to-preside-over-obama-eligibility-case-2458624.html

○ Example of a wrong extraction
http://www.monitor.co.ug/News/National/US+will+respect+winner+of+Kenya+election++Obama+says/-
/688334/1685814/-/ksxagx/-/index.html
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http://beforeitsnews.com/obama-birthplace-controversy/2013/04/alabama-supreme-court-chief-justice-roy-moore-to-preside-over-obama-eligibility-case-2458624.html
http://beforeitsnews.com/obama-birthplace-controversy/2013/04/alabama-supreme-court-chief-justice-roy-moore-to-preside-over-obama-eligibility-case-2458624.html
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Extractions Can Be Wrong

● (Obama, nationality, USA)
2481 extractions:
○ Example of a correct extraction

http://www.dogonews.com/2009/10/9/a-nobel-prize-for-our-awesome-president

○ Example of a wrong extraction
http://blogs.telegraph.co.uk/news/timstanley/100169248/barack-obamas-life-story-contains-myth-not-
truth-says-biographer-so-why-did-the-media-report-it-as-truth/

http://www.dogonews.com/2009/10/9/a-nobel-prize-for-our-awesome-president
http://www.dogonews.com/2009/10/9/a-nobel-prize-for-our-awesome-president
http://blogs.telegraph.co.uk/news/timstanley/100169248/barack-obamas-life-story-contains-myth-not-truth-says-biographer-so-why-did-the-media-report-it-as-truth/
http://blogs.telegraph.co.uk/news/timstanley/100169248/barack-obamas-life-story-contains-myth-not-truth-says-biographer-so-why-did-the-media-report-it-as-truth/
http://blogs.telegraph.co.uk/news/timstanley/100169248/barack-obamas-life-story-contains-myth-not-truth-says-biographer-so-why-did-the-media-report-it-as-truth/


● Random sample on 25 false triples
○ Triple-identification errors: 11 (44%)

E.g., taking part of album name as album artist
○ Entity-linkage errors: 11 (44%)
○ Predicate-linkage errors: 5 (20%)
○ Source-data errors: 1 (4%)

● Extraction errors dominate 
● We should not penalize a source for 

extraction errors

Break-Down for Error Reasons



Challenges

Triple 1 1.0

Triple 2 0.9

Triple 3 0.3

Triple 4 0.8

Triple 5 0.4

Triple 6 0.8

Triple 7 0.9

Triple 8 1.0

Triple 9 0.7

Triple 10 0.2

... ...

Accu 0.7

2. How to compute 
well-calibrated triple 
probability?

1. How to decide if a 
triple is indeed 
claimed by the source 
instead of an 
extraction error?



Triple Probabilities Should be Well-
Calibrated



Challenges

Triple 1 1.0

Triple 2 0.9

Triple 3 0.3

Triple 4 0.8

Triple 5 0.4

Triple 6 0.8

Triple 7 0.9

Triple 8 1.0

Triple 9 0.7

Triple 10 0.2

... ...

Accu 0.7

3. How to handle too 
large sources or too 
small sources?

2. How to compute 
well-calibrated triple 
probability?

1. How to decide if a 
triple is indeed 
claimed by the source 
instead of an 
extraction error?



Heavy Head And Long Tail

● Too large sources: Bottleneck in parallelization
● Too small sources: Not enough triples for trustworthiness 

evaluation

74% URLs have 
at most 5 
extracted triples

Largest URLs 
have 50K triples



1. Graphical model--predict at the same time
a. extraction correctness
b. triple correctness
c. source accuracy
d. extractor precision/recall

2. Un(Semi-) supervised learning (Bayesian)
a. leverage source/extractor agreements 
b. trust a source/extractor w. high quality

3. Source/extractor hierarchy
a. Break down “large” sources
b. Group “small” sources

KBT Strategies



High-Level Intuition

Src1 Src2 Src3

Jagadish UM ATT UM

Dewitt MSR MSR UW

Bernstein MSR MSR MSR

Carey UCI ATT BEA

Franklin UCB UCB UMD

Researcher affiliation

[VLDB, 2009]
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Src1 Src2 Src3

Jagadish UM ATT UM

Dewitt MSR MSR UW

Bernstein MSR MSR MSR
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Voting--Trust the majority.
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Researcher affiliation

High-Level Intuition

Src1 Src2 Src3

Jagadish UM ATT UM

Dewitt MSR MSR UW

Bernstein MSR MSR MSR

Carey UCI ATT BEA

Franklin UCB UCB UMD

[VLDB, 2009]



Researcher affiliation

High-Level Intuition

Src1 Src2 Src3

Jagadish UM ATT UM

Dewitt MSR MSR UW

Bernstein MSR MSR MSR

Carey UCI ATT BEA

Franklin UCB UCB UMD

Quality-based--Give higher votes to more 
accurate sources.

[VLDB, 2009]



What About Extractions

Extracted Harry Potter actors/actresses
Harry 
Potter

Ext1 Ext2 Ext3

Daniel ✓ ✓ ✓

Emma ✓ ✓

Rupert ✓ ✓

Jonny ✓

Eric ✓

[Sigmod, 2014]



What About Extractions

Voting--Trust the majority.

Extracted Harry Potter actors/actresses
Harry 
Potter

Ext1 Ext2 Ext3

Daniel ✓ ✓ ✓

Emma ✓ ✓

Rupert ✓ ✓

Jonny ✓

Eric ✓

[Sigmod, 2014]



What About Extractions

Harry 
Potter

Ext1
(high rec)

Ext2
(high prec)

Ext3
(med prec/rec)

Daniel ✓ ✓ ✓

Emma ✓ ✓

Rupert ✓ ✓

Jonny ✓

Eric ✓

Extracted Harry Potter actors/actresses

[Sigmod, 2014]



What About Extractions

Quality-based--More likely to be correct if extracted 
by high-precision sources; more likely to be wrong if 
not extracted by high-recall sources

Extracted Harry Potter actors/actresses
Harry 
Potter

Ext1
(high rec)

Ext2
(high prec)

Ext3
(med prec/rec)

Daniel ✓ ✓ ✓

Emma ✓ ✓

Rupert ✓ ✓

Jonny ✓

Eric ✓

[Sigmod, 2014]



Graphical Model

Observations
● Xewdv: whether extractor e 

extracts from source w the (d,v) 
item-value pair

Latent variables
● Cwdv: whether source w indeed 

provides (d,v) pair
● Vd: the correct value(s) for d 

Parameters
● Aw: Trust of source w
● Pe: Precision of extractor e
● Re: Recall of extractor e

[VLDB, 2015]



Algorithm

Compute Pr(W provides T | 
Extractor quality) 

by Bayesian analysis

Compute source accuracy

Compute extractor precision 
and recall

Compute Pr(T | Source quality) 
by Bayesian analysis

[VLDB, 2015]

E-Step

M-Step



Web Source Trustworthiness
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● (Obama, nationality, Kenya)
2087 extractions:
○ Example of a correct extraction (Pr_extCorr=0.792)

http://beforeitsnews.com/obama-birthplace-controversy/2013/04/alabama-supreme-court-chief-justice-roy-
moore-to-preside-over-obama-eligibility-case-2458624.html

○ Example of a wrong extraction (Pr_extCorr=0.130)
http://www.monitor.co.ug/News/National/US+will+respect+winner+of+Kenya+election++Obama+says/-
/688334/1685814/-/ksxagx/-/index.html

● Pr_tripleCorr=0 (not enough support)

Predicting Extraction and Triple Correctness
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Predicting Extraction and Triple Correctness

● (Obama, nationality, USA)
2481 extractions:
○ Example of a correct extraction (Pr_extCorr=0.999)

http://www.dogonews.com/2009/10/9/a-nobel-prize-for-our-awesome-president

○ Example of a wrong extraction (Pr_extCorr=0.261)
http://blogs.telegraph.co.uk/news/timstanley/100169248/barack-obamas-life-story-contains-myth-not-
truth-says-biographer-so-why-did-the-media-report-it-as-truth/

● Pr_tripleCorr=1 (higher support)

http://www.dogonews.com/2009/10/9/a-nobel-prize-for-our-awesome-president
http://www.dogonews.com/2009/10/9/a-nobel-prize-for-our-awesome-president
http://blogs.telegraph.co.uk/news/timstanley/100169248/barack-obamas-life-story-contains-myth-not-truth-says-biographer-so-why-did-the-media-report-it-as-truth/
http://blogs.telegraph.co.uk/news/timstanley/100169248/barack-obamas-life-story-contains-myth-not-truth-says-biographer-so-why-did-the-media-report-it-as-truth/
http://blogs.telegraph.co.uk/news/timstanley/100169248/barack-obamas-life-story-contains-myth-not-truth-says-biographer-so-why-did-the-media-report-it-as-truth/


Predicting Extraction and Triple Correctness

Distribution of providers for Kenya and USA



Predicting Extraction and Triple Correctness



Predicting Triple Correctness



But, How Ready Are We 
in Using KBT?



1. Extraction is still very sparse
a. 74% URLs each contributes fewer than 5 triples
b. We compute reliable KBT for <20% websites 

and <<5% webpages
2. Extraction is of low quality

a. Overall accuracy is as low as 11.5%
b. Low accuracy for some good sources because 

of undetected extraction errors
3. Inbalance between texts and semi-

structured data
a. Among 100 sample sources w. KBT over 0.9, 

95% are mainly semi-structured data

Input Readiness



1. Single-truth assumption
a. Pro: filters large amount of noise
b. Con: often does not hold in practice

2. Value similarity and hierarchy
e.g., San Francisco vs. Oakland

3. Copy detection: Existing techniques not 
applicable because of web-scale

4. Triple filtering
a. Triples irrelevant to source topic
b. “Trivial” triples, well-known facts

5. Simple vs. sophisticated facts
6. Identify different perspectives

Technique Readiness



1. Quality prediction for websites/pages
Combination w. other signals, e.g., PageRank 

2. Source recommendation
a. Head: 
Well-known 
authoritatives
b. Long tails: 
Limited support

Customer Readiness

Call to arms –- 
Leave NO Valuable Data 
Behind



THANK YOU!
NOT www.knowledgebasedtrust.org

www.knowledgebasedtrust.com


