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Product Graph vs. Knowledge Graph
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Knowledge Graph in Search



Knowledge Graph in Personal Assistant

Alexa, play the music 
by Michael Jackson



Product Graph
qMission: To answer any question about products and 
related knowledge in the world



Product Graph vs. Knowledge Graph

Generic KG

PG

Generic KG

PG

Generic KG

PG

(A) (B) (C)



PG

Product Graph vs. Knowledge Graph

Generic KG

(D)



Knowledge Graph Example for 2 Movies

starring
mid345

mid346

mid127

mid129

mid128

starring

starring

directed_by

name

name

name

name

name

“Forrest Gump”

“Larry Crowne”

“��·��”

“Tom Hanks”

“Julia Roberts”

starring

“Robin Wright Penn”

“Robin Wright”name

name

July 9th, 1956birth_date

Movie type

type

Person
type



Product Graph vs. Knowledge Graph

starring
mid345

mid346

mid127

mid129

mid128

starring

starring

directed_by

name

name

name

name

name

“Forrest Gump”

“Larry Crowne”

“��·��”

“Tom Hanks”

“Julia Roberts”

starring

“Robin Wright Penn”

“Robin Wright”name

name

July 9th, 1956birth_date

Person
type



Product Graph vs. Knowledge Graph
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Another Example of Product Graph



Knowledge Graph vs. Product Graph
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But, Is The Problem Harder?
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Challenges in Building Product Graph I
qNo major sources to curate product knowledge from
qWikipedia does not help too much
qA lot of structured data buried in text descriptions in Catalog
qRetailers gaming with the system so noisy data



Challenges in Building Product Graph II
qLarge number of new products everyday 
qCuration is impossible
qFreshness is a big challenge



Challenges in Building Product Graph III
qLarge number of product categories 
qA lot of work to manually define ontology
qHard to catch the trend of new product categories and 
properties



Challenges in Building Product Graph IV
qMany entities are not named entities 
qNamed Entity Recognition does not apply
qNew challenges for extraction, linking, and search



How to Build a Product Graph?



Where is Knowledge from?

Product Graph
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Which ML Model Works Best?



Which ML Model Works Best?

Tree-based models

Neural network

??



Research Philosophy

Roofshots: Deliver 
incrementally and make 
production impacts

Moonshots: Strive to 
apply and invent the 
state-of-the-art



I. Integrating Knowledge from 
Structured Sources
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Challenges: Linkage & Quality
IMDB WikiData

Same entity?
Which BirthDate is correct?



Challenges: Linkage
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qPublished results

I. Integrating Knowledge from 
Structured Sources—Entity Resolution

[Köpcke et al, VLDB 2010] [Das et al, Sigmod 2017]



qOur method: 
qModel: Random forest
qFeatures: Attribute similarity—various string similarity, number similarity

I. Integrating Knowledge from 
Structured Sources—Entity Resolution



qOur method: Random forest on attribute-wise similarity
qResults between Freebase and IMDb: AUPRC=0.9856 (1.5K labels)

1.5M labels

I. Integrating Knowledge from 
Structured Sources—Entity Resolution

Precision Recall

Movie 99.0% 98.7%

People 99.3% 99.6%



qOur method: Random forest on attribute-wise similarity
qResults between Amazon Movies and IMDb:

200K labels
~150 features
AUPRC=0.9923
Prec=0.982, Rec=0.951 

I. Integrating Knowledge from 
Structured Sources—Entity Resolution



qLogis&c regression: Prec=0.99, Rec=0.6
qRandom forest: Prec=0.99, Rec=0.99

Amazon Confidential

I. Integrating Knowledge—Entity Resolution 
Which ML Model Works Best?



qLogistic regression: Prec=0.99, Rec=0.6
qRandom forest: Prec=0.99, Rec=0.99
qXGBoost: Marginally better, but sensitive to hyper-parameters
qNeural network: Similar performance

I. Integrating Knowledge—Entity Resolution 
Which ML Model Works Best?



qMoonshot: Apply active learning to minimize #labels 

Amazon Confidential

I. Integrating Knowledge from 
Structured Sources—Entity Resolution

For 99% precision and recall, 
ac=ve learning reduces 

#labels by 2 orders of magnitude
Reaching prec=99% 

and rec=~99% 
requires 1.5M labels

With 15K labels we get 
prec=99% and rec=~95%
(30 labelers for 1 week!)



qMoonshots: Seamless incremental graph linkage with high 
precision and recall

I. Integrating Knowledge from 
Structured Sources—Entity Resolution

oDifferent sources have different characteristics, but share commonalities from the same domain
oHow to leverage models for existing sources on new sources?

Freebase IMDb Wikipedia Wikidata Netflix



qMoonshots: Seamless incremental graph linkage with high 
precision and recall

I. Integrating Knowledge from 
Structured Sources—Entity Resolution

oA complex space can contain tens to thousands of different types and linkage on different types of 
entities can affect each other
oHow to avoid manual scheduling for linkage?

Freebase IMDb Wikipedia Wikidata Netflix



qMoonshots: Seamless incremental graph linkage with high 
precision and recall

I. Integrating Knowledge from 
Structured Sources—Entity Resolution

oNew data are arriving over time, requiring incremental linkage and model evolution
oHow to perform incremental linkage and evolve the model?

Freebase IMDb Wikipedia Wikidata Netflix

New
data

New
data

New
data

New
data

New
data



II. Extrac*ng Knowledge from 
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II. Extracting Knowledge from 
Semi-Structured Data on the Web



II. Extracting Knowledge from 
Semi-Structured Data on the Web
qKnowledge Vault @ Google showed big potential from 
DOM-tree extraction [Dong et al., KDD’14][Dong et al., VLDB’14]



II. Extracting Knowledge from Web—
Distantly Supervised DOM Extraction [VLDB’18]
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II. Extracting Knowledge from Web—
Distantly Supervised DOM Extraction [VLDB’18]

Movie entity Genre Release Date

DirectorActors

Runtime

Entity
Identification

Relation
Annotation

Training
(on noisy 

labels)

Automatic Label Generation

Extracted triples
• (Top Gun, type.object.name, “Top Gun”)
• (Top Gun, film.film.genre, Action)
• (Top Gun, film.film.directed_by, Tony Scott)
• (Top Gun, film.film.starring, Tom Cruise)
• (Top Gun, film.film.runtime, “1h 50min”)
• (Top Gun, film.film.release_Date_s, “16 May 

1986”)



II. Extracting Knowledge from Web—
Distantly Supervised DOM Extraction [VLDB’18]

qExtraction experiments on http://swde.codeplex.com/ (2011)
Wrapper induction Wrapper inductionDistant-super Distant-super

Very high precision Competent w. Wrapper induction 
with manual annotation

http://swde.codeplex.com/


II. Extracting Knowledge from Web—
Distantly Supervised DOM Extraction [VLDB’18]

qExtraction on long-tail movie websites
#Websites / #Webpages 33 / 434K
Language English and 6 other languages
Domains Animated films, Documentary films, Financial 

performance, etc.
# Annotated pages 70K (16%)
Annotated : Extracted #entities 1 : 2.6
Annotated : Extracted #triples 1 : 3.0
# Extractions 1.25 M
Precision 90%



II. Extracting Knowledge from Web—
Distantly Supervised DOM Extraction
qExtraction on long-tail movie websites



qClosedIE: Only extracting facts 
corresponding to ontology
q(“When Harry Met Sally…”, 

film.film.directed_by, “Rob Reiner”)

qOpenIE: Extract all relations 
expressed on the webpage
q(“When Harry Met Sally…”, 

“Director”, “Rob Reiner”)

II. Extracting Knowledge from the Web—
OpenIE DOM Extraction 



qClosedIE: Normalize predicates 
by ontology
q(“When Harry Met Sally…”, 

film.film.directed_by, “Rob Reiner”)

qOpenIE: Predicates are 
unnormalized strings
q(“When Harry Met Sally…”, 

“Directed By”, “Rob Reiner”)

II. Extracting Knowledge from the Web—
OpenIE DOM Extraction 



II. Extracting Knowledge from the Web—
OpenIE DOM Extraction 
(“When Harry Met Sally”, “Rating:”, “R”)

(“When Harry Met Sally”, “Genre:”, “Comedy”)

(“When Harry Met Sally”, “Genre:”, “Drama”)

(“When Harry Met Sally”, “Genre:”, “Romance”)

(“When Harry Met Sally”, “Directed By:”, “Rob Reiner”)

(“When Harry Met Sally”, “Written By:”, “Nora Ephron”)

(“When Harry Met Sally”, “In Theaters”, “Jul 12, 1989 
Wide”)

(“When Harry Met Sally”, “On Disc/Streaming”, “Oct 13, 
1998”)

(“When Harry Met Sally”, “Runtime”, “96 minutes”)



II. Extracting Knowledge from the Web—
OpenIE DOM Extraction Preliminary Rslts

Site # New 
Preds

Pred
Precision

Pred Recall Triple 
Precision

Triple 
Recall

Slam 4 1.0 0.5 0.95 0.5
Wiki 7 1.0 ~1.0 0.9 0.9
ESPN 9 1.0 1.0 0.7 0.7
Fanhouse 6 1.0 1.0 1.0 1.0
SI 5 0.88 1.0 0.8 1.0
USAToday 0 0.33 0.2 0.2 0.2
Yahoo 3 1.0 1.0 1.0 1.0



qLogistic regression: Best results (20K features on one website)
qRandom forest: lower precision and recall

II. Distantly Supervised DOM Extraction 
Which ML Model Works Best?



II. Extracting Knowledge from Web—
Distantly Supervised DOM Extraction

Annotation-based 
knowledge extraction

Distantly supervised 
web extraction

OpenIE
DOM extraction

Nearly-automatic 
interactive extraction 
on any new vertical



III. Building a Broad & Shallow Graph from 
Product Profiles in Amazon Catalog
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Another Example of Product Graph



III. Building a Broad & Shallow Graph from 
Product Profiles in Amazon Catalog

Tide Plus Feb… Tide Plus Col…

Tide NoLiquidOdor 
remover Detergent

brand form functionfunction HE

Detergent

type



III. Building a Broad & Shallow Graph from 
Product Profiles in Amazon Catalog



III. Open Attribute Extraction by 
Named Entity Recognition [KDD’18]



III. Open Attribute Extraction by 
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Bi-LSTM

Attention

CRF

Word Embedding



III. Open Attribute Extraction by 
Named Entity Recognition [KDD’18]

Unknown
values

Random
values

BiLSTM+CRF+Attention obtains best results Extraction on new values is comparable 
to already known values



III. Open Attribute Extraction by 
Named Entity Recognition [KDD’18]

With active learning, we can 
obtain high precision and recall 
using only 190 training labels

#Training labels



qRecurrent Neural Network, CRF, Attention

III. Product Profile Extraction by NER
—Which ML Model Works Best?



Product profile
extraction

Automatically 
building a

shallow KG 

Open aspect
extraction

Review extraction
& sentiment analysis

III. Building a Shallow Graph from 
Product Profiles in Amazon Catalog



IV. Graph Mining and Embedding
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IV. Graph Mining
Which char 

more 
important?

Why people who 
bought this lamp also 

bought this chair?Trend of Darth Vader lamps?



IV. Finding Entity Importance
qInput
qKnowledge Graph 
qImportance scores for some nodes 

(e.g., PageView for Wikipedia)

qOutput: 
Importance scores for all nodes

qMethod: PageRank w. Restart

!"#$%&

!"#$%'

()*"+&

$1M

$10M

?

()*"+'

()*"+, ?

?



IV. Finding Entity Importance
Actors Directors Countries Companies

133, "Samuel L. 
Jackson", actor

48, "Woody Allen", 
Director

7585, “U.S.A.", 
country

667, "Warner 
Bros.", company

123, "Robert De 
Niro", actor

43, "Steven 
Spielberg", Director

1120, "United 
Kingdom", country

630, "Paramount 
Pictures", company

109, "Morgan 
Freeman", actor

38, "Ridley Scott", 
Director

601, "Germany", 
country

547, "Universal 
Pictures", company

99, "Owen Wilson", 
actor

36, "Steven 
Soderbergh"

571, "France", 
country

431, “20 Century 
Fox", company

95, "Susan 
Sarandon", actor

36, "Renny Harlin", 
Director

448, "Canada", 
country

386, "Columbia 
Pictures", company

93, "Brad Pitt", 
actor

35, "Spike Lee", 
Director

215, "Australia", 
country

317, "New Line 
Cinema", company

85, "Steve 
Buscemi", actor

35, "Martin 
Scorsese", Director

137, "Spain", 
country

227, "Walt Disney 
Pictures", company



IV. Graph Embedding [ACL’18]



IV. Graph Embedding for Entity Resolution
Link prediction Entity resolution

IMDB-MRR FB-MRR AUPRC 
RASCAL 0.592 0.147 0.327

DistMult 0.691 0.556 0.292

ComplEx 0.752 0.629 0.359

STransE 0.421 0.397 0.231

GAKE 0.114 0.093 0.457

Ours 0.733 0.677 0.553 (unsuper)
/ 0.691 (super)



qWe aim at building an authoritative knowledge graph 
for all products in the world
qThe next-generation of KG could be a combination of 
rich graph and broad graph
qWe shoot for roofshot and moonshot goals to realize 
our mission

Take Aways



Thank You!


