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Knowledge Is Power

● Many Knowledge Bases (KB)



Using KB in Search



Using KB in Social Media



Using KB in Recommendation



What is a Knowledge Base

● Entities, entity types
○ An entity is an instance of multiple types
○ Entity types organized in a hierarchy



What is a Knowledge Base

● Entities, entity types

● Predicates, (sub, pred, obj) triples
○ A triple describes an attribute of an entity, 

or, the relationship between two entities



What is a Knowledge Base

● Entities, entity types

● Predicates, (sub, pred, obj) triples

● Knowledge base: graph with entity nodes 
and predicate-labeled edges



Advantages over Traditional DBs

● Easy to model complex relationships in 
the real world

● Easy to extend schema

● Easy to specify rules and make inference
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Existing Knowledge Bases [DGH+14]

Name
# of Entity 

Types
# Predicates # Entities

# Confident 

Triples

Knowledge 

Vault (KV)
1100 4469 45M 271M

DeepDive 4 34 2.7M 7M

NELL 271 306 5.1M 0.435M

PROSPERA 11 14 N/A 0.1M

Yago2 350,000 100 9.8M 150M

Freebase 1500 35,000 40M 637M

Knowledge 

Graph
1500 35,000 570M 18,000M



Freebase Statistics (As of 3/2016)

● 2.3B triples on 130M entities
● Break-down

#Triples

Total 2.3B

Name/Alias 1.3B

Type 341M

Webpages 88M

Description 31M

Facts 482M (20%)



● Rich knowledge for head entities in head 
verticals. E.g., (Freebase as of 3/2016)

Category I. Head Entities in Head 
Verticals

Vertical Percentage 
>= 5 facts Example entity #Facts

country 80% USA 151K

person 43% Barack Obama 1.5K

business 21% Google Inc. 1K

film 73% Frozen 200

album 66% American Idiot 21



Category II. Tail Entities in Head Verticals

● #Facts/Entity in Freebase (as of 3/2016)
○ 40% entities with no fact
○ 56% entities with <3 facts 



● Example 1

Category II. Tail Entities in Head Verticals

Freebase



● Example 2

Category II. Tail Entities in Head Verticals

Freebase www.bookdepository.com



● 100 sample tail verticals
(Freebase as of 3/2016)
○ Example verticals: philosopher, profession, 

yoga_poses, pokemon_characters
○ Entities collected from 1-3 authoritative 

sources for the vertical
○ In total 17K entities; 6.5K (40%) entities not 

in Freebase
○ No vertical-related attributes (~1K in total)

Category III. Head Entities in Tail 
Verticals



● Example: Aquamarine (March gemstone)
○ No entity in Freebase
○ No gemstone-related attributes 

Category III. Head Entities in Tail 
Verticals

Wikipedia

http://www.gemselect.com/



Gap Between KBs and World Knowledge

A1 A2 A3 A4 A5 A6 ... ... An UNKNOWN ATTRIBUTES

E1

E2 EXISTING
KNOWLEDGEE3

E4

E5

E6

...

UNKNOWN VALUES
Em

UNKNOWN

ENTITIES

Head knowledge mainly collected 
by manual curation or importing 
large data sets

How to collect long-tail knowledge 
in a scalable way?



Challenges in Collecting Long-Tail 
Knowledge

● Curation does not scale

● Automatic extraction
○ Information sparse on the Web
○ Extractors are often trained on head 

entities/verticals
○ Reconciliation for long-tail entities is error-

prone
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Knowledge Vault–
Building a Probabilistic KB

#Triples
3.2B

(0.3B w. pr>=0.7)

#URLs
2.5B 

(28M Websites)

#Extractors 16

[SIGKDD, 2014]
[VLDB, 2014]



Four Types of Web Sources



Knowledge Extraction

● Texts/DOM: distant supervision

● Web tables/lists: schema mapping
● Annotations: semi-automatic mapping

Pattern 1: X “born” Y 
→ (X, /people/person

/date_of_birth, Y)



Statistics for Data Sources

As of 11/2013



Knowledge Quality

● Gold standard: Freebase under LCWA 
(Local Closed-World Assumption)
○ If (s,p,o) exists in FB: true
○ Otherwise,

■ If (s,p) exists in FB: false (Freebase 
knowledge is locally complete)

■ Otherwise: UNKNOWN



Knowledge Quality

● Gold standard: Freebase under LCWA 
(Local Closed-World Assumption)

● Well-calibrated probabilities



● Errors can creep in at every stage
○ Overall accuracy: 20%
○ Random sample on 25 false triples

■ Triple-identification errors: 11 (44%)
■ Entity-linkage errors: 11 (44%)
■ Predicate-linkage errors: 5 (20%)
■ Source-data errors: 1 (4%)

● Challenge: Predict triple correctness

Challenges in Building KV





Limitations of KV
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Limitations of KV

A1 A2 A3 A4 A5 A6 ... ... An UNKNOWN ATTRIBUTES

E1

E2 EXISTING
KNOWLEDGEE3

E4

E5

E6

...

Em

UNKNOWN

ENTITIES

● KV focuses on existing entities and attributes
○ Training data contain only FB predicates
○ Entities need to be annotated as FB entities

● Among the 0.3B high-confidence triples
○ 0.18B triples not in KG
○ KG contains 18B triples (100X) [KDD’14]

● Oftentimes still regarding head entities
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● Collecting Tail-Vertical Knowledge by 
Crowd-Sourcing

Step 1. Decide interesting tail verticals and up to 3 
sources for each vertical

Step 2. Have the crowd collect triples from the 
given sources through annotation tools

Lightweight Vertical Project



● Collecting Tail-Vertical Knowledge by 
Crowd-Sourcing

Step 1. Decide interesting tail verticals and up to 3 
sources for each vertical

Step 2. Have the crowd collect triples from the 
given sources through annotation tools

Step 3. Heavy curation to reach 99.9% precision

Lightweight Vertical Project



● Knowledge in 100+ tail verticals
○ 2.2M triples
○ 10K entities, ~700 predicates
○ millions of daily registered users

● Most vs. least popular vertical

Knowledge Collected on Tail Verticals



Contributions of Lightweight Verticals
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Contributions of Lightweight Verticals

A1 A2 A3 A4 A5 A6 ... ... An UNKNOWN 
ATTRIBUTES

E1

E2 EXISTING
KNOWLEDGEE3

E4

E5

E6

...

UNKNOWN VALUES
Em

NEW ENTITIES AND ATTRIBUTES

UNKNOWN

ENTITIES



● Challenge 1. Find interesting verticals and 
relevant high-quality sources

● Challenge 2: Again, how to detect errors?

Challenges in Lightweight Verticals
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● Input: Knowledge triples and their provenances (i.e., 
which extractor extracts from which source)

● Output: a probability in [0,1] for each triple

Knowledge Fusion: Decide Triple 
Correctness

(S, P)



Model I. Single-Truth Model

Prov1 Prov2 Prov3

Jagadish UM ATT UM

Dewitt MS MS UW

Bernstein MSR MSR MSR

Carey UCI ATT BEA

Franklin UCB UCB UMD

Researcher affiliation

[VLDB, 2009]



Prov1 Prov2 Prov3

Jagadish UM ATT UM

Dewitt MS MS UW

Bernstein MSR MSR MSR

Carey UCI ATT BEA

Franklin UCB UCB UMD

Voting--Trust the majority.

Researcher affiliation

Model I. Single-Truth Model [VLDB, 2009]



Researcher affiliation
Prov1 Prov2 Prov3

Jagadish UM ATT UM

Dewitt MS MS UW

Bernstein MSR MSR MSR

Carey UCI ATT BEA

Franklin UCB UCB UMD

Model I. Single-Truth Model [VLDB, 2009]



Researcher affiliation
Prov1 Prov2 Prov3

Jagadish UM ATT UM

Dewitt MS MS UW

Bernstein MSR MSR MSR

Carey UCI ATT BEA

Franklin UCB UCB UMD

Quality-based--Give higher votes to more 
accurate sources.

Model I. Single-Truth Model [VLDB, 2009]



Single-Truth Model and Applications

● Single-truth model: For each data item D with 
values v1, … vn , Pr(v1) + … + Pr(vn) = 1

Compute 
Pr(vi|ø)

Accuracy(S) =
Avg Prv∈S(v)



Single-Truth Model and Applications

● Single-truth model: For each data item D with 
values v1, … vn , Pr(v1) + … + Pr(vn) = 1

● Application: Personal knowledge extraction from emails
○ Prec = 0.999, Rec = 0.993
○ Remove 84% errors by rule-based fusion

Compute 
Pr(vi|ø)

Accuracy(S) =
Avg Prv∈S(v)



Model II. Multi-Truth Model

Harry Potter actors/actresses
Harry 
Potter

Prov1 Prov2 Prov3

Daniel ✓ ✓ ✓

Emma ✓ ✓

Rupert ✓ ✓

Jonny ✓

Eric ✓

[Sigmod, 2014]



Voting--Trust the majority.

Harry Potter actors/actresses
Harry 
Potter

Prov1 Prov2 Prov3

Daniel ✓ ✓ ✓

Emma ✓ ✓

Rupert ✓ ✓

Jonny ✓

Eric ✓

Model II. Multi-Truth Model [Sigmod, 2014]



Harry 
Potter

Prov1
(high rec)

Prov2
(high prec)

Prov3
(med prec/rec)

Daniel ✓ ✓ ✓

Emma ✓ ✓

Rupert ✓ ✓

Jonny ✓

Eric ✓

Harry Potter actors/actresses

Model II. Multi-Truth Model [Sigmod, 2014]



Quality-based--More likely to be correct if provided 
by high-precision provenances; more likely to be 
wrong if not provided by high-recall provenances

Harry Potter actors/actresses
Harry 
Potter

Prov1
(high rec)

Prov2
(high prec)

Prov3
(med prec/rec)

Daniel ✓ ✓ ✓

Emma ✓ ✓

Rupert ✓ ✓

Jonny ✓

Eric ✓

Model II. Multi-Truth Model [Sigmod, 2014]



Multi-Truth Model and Applications

● Multi-truth model: For each data item D with 
values v1, … vn , compute Pr(vi)
(Pr(v1), …, Pr(vn) are independent)

Compute 
Pr(D,v|ø)

Precision(S)
Recall(S)



Multi-Truth Model and Applications

● Multi-truth model: For each data item D with 
values v1, … vn , compute Pr(vi)
(Pr(v1), …, Pr(vn) are independent)

● Application: Entity type identification
○ Prec = 0.91, Rec = 0.98

Compute 
Pr(D,v|ø)

Precision(S)
Recall(S)



Model III. Hybrid Model

● Hybrid model: for each non-functional predicate, 
the number of truths is often in a range

● Application: Fact check for lightweight verticals
○ Evidence quality: Prec = 0.2, Rec = 0.65
○ Final result quality: Prec = 0.85, Rec = 0.5

Precision(S)
Recall(S)

Accuracy(S)

Another Truth?

Pr(vi|ø)



● Multi-layer model
○ Separate source quality and extractor quality
○ Distinguish data errors and extraction errors

Model IV. Multi-Layer Model

Observations
● Xewdv: whether extractor e 

extracts from source w the (d,v) 
item-value pair

Latent variables
● Cwdv: whether source w indeed 

provides (d,v) pair
● Vd: the correct value(s) for d 

Parameters
● Aw: Trust of source w
● Pe: Precision of extractor e
● Re: Recall of extractor e

[VLDB, 2015]

Extractor

Web 
source

Data item



● Multi-layer model
○ Separate source quality and extractor quality
○ Distinguish data errors and extraction errors

● Application 1: Knowledge Vault

Model IV. Multi-Layer Model [VLDB, 2015]

PR Area-under-curve ROC Area-under-curve

Logistic Regression 0.795 0.886

LR + KF-models 0.886 0.937



Multi-Layer Model Application II. 
Website Recommendation by Vertical



Multi-Layer Model Application II. 
Website Recommendation by Vertical



Multi-Layer Model Application III. 
Knowledge-Based Trust (KBT)

Trustworthiness in [0,1] for 5.6M websites and 
119M webpages



Knowledge-Based Trust vs. PageRank

Often tail 
sources w. high 
trustworthiness

Correlated 
scoresOften sources 

w. low accuracy



KBT for Gossip Websites

http://www.ebizmba.
com/articles/gossip-websites

Gossip Websites

Domain

www.eonline.com

perezhilton.com

radaronline.com

www.zimbio.com

mediatakeout.com

gawker.com

www.popsugar.com

www.people.com

www.tmz.com

www.fishwrapper.com

celebrity.yahoo.com

wonderwall.msn.com

hollywoodlife.com

www.wetpaint.com

14 out of 15 have a 
PageRank among top 
15% of the websites

All have knowledge-
based trust in bottom 
50%



KBT for Social-Media Webpages



Knowledge Fusion & Knowledge-Based 
Trust in Media



What are We Still Missing?

A1 A2 A3 A4 A5 A6 ... ... An UNKNOWN 
ATTRIBUTES

E1

E2 EXISTING
KNOWLEDGEE3

E4

E5

E6

...

Em

NEW ENTITIES AND ATTRIBUTES

UNKNOWN

ENTITIES



Direction I. Open IE for DOM Extraction

● Huge volume of knowledge (often new entities and 
attributes) in Web DOM trees



Direction II. Keep Knowledge Up-to-date

As of 3/12/2016



Direction III. Finding Connections in 
Knowledge



Direction IV. Complex Knowledge

● Simple fact: The X (nationality) of Y (Barack 
Obama) is Z (American)

● Complex fact: Most of the global warming in the 
last 50 years was caused by human beings, to a high 
degree of certainty.

● Common sense: Birds can fly



TAKE AWAYS

● We have collected rich knowledge for head entities 
in head verticals by curation and importing from big 
data sets

● Collecting tail knowledge is challenging
○ Collecting new entities/attributes is hard
○ Knowledge Vault & Lightweight Verticals
○ Knowledge fusion is a KEY

● There is still a long way to go
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Questions?

THANK YOU!





Extraction error: (Obama, nationality, Chicago)

Errors Can Creep in at Every Stage

9/2013



Reconciliation error: 
(Obama, nationality, North America)

Errors Can Creep in at Every Stage

American 
President 
Barack Obama

9/2013



Source data error: (Obama, nationality, Kenya)

Errors Can Creep in at Every Stage

Obama born 
in Kenya

9/2013



● (Obama, nationality, Kenya)
2087 extractions:
○ Example of a correct extraction (Pr_extCorr=0.792)

http://beforeitsnews.com/obama-birthplace-controversy/2013/04/alabama-supreme-court-chief-justice-roy-
moore-to-preside-over-obama-eligibility-case-2458624.html

○ Example of a wrong extraction (Pr_extCorr=0.130)
http://www.monitor.co.ug/News/National/US+will+respect+winner+of+Kenya+election++Obama+says/-
/688334/1685814/-/ksxagx/-/index.html

● Pr_tripleCorr=0 (not enough support)

Predicting Extraction and Triple Correctness

http://beforeitsnews.com/obama-birthplace-controversy/2013/04/alabama-supreme-court-chief-justice-roy-moore-to-preside-over-obama-eligibility-case-2458624.html
http://beforeitsnews.com/obama-birthplace-controversy/2013/04/alabama-supreme-court-chief-justice-roy-moore-to-preside-over-obama-eligibility-case-2458624.html
http://beforeitsnews.com/obama-birthplace-controversy/2013/04/alabama-supreme-court-chief-justice-roy-moore-to-preside-over-obama-eligibility-case-2458624.html
http://www.monitor.co.ug/News/National/US+will+respect+winner+of+Kenya+election++Obama+says/-/688334/1685814/-/ksxagx/-/index.html
http://www.monitor.co.ug/News/National/US+will+respect+winner+of+Kenya+election++Obama+says/-/688334/1685814/-/ksxagx/-/index.html
http://www.monitor.co.ug/News/National/US+will+respect+winner+of+Kenya+election++Obama+says/-/688334/1685814/-/ksxagx/-/index.html


Predicting Extraction and Triple Correctness

● (Obama, nationality, USA)
2481 extractions:
○ Example of a correct extraction (Pr_extCorr=0.999)

http://www.dogonews.com/2009/10/9/a-nobel-prize-for-our-awesome-president

○ Example of a wrong extraction (Pr_extCorr=0.261)
http://blogs.telegraph.co.uk/news/timstanley/100169248/barack-obamas-life-story-contains-myth-not-
truth-says-biographer-so-why-did-the-media-report-it-as-truth/

● Pr_tripleCorr=1 (higher support)

http://www.dogonews.com/2009/10/9/a-nobel-prize-for-our-awesome-president
http://www.dogonews.com/2009/10/9/a-nobel-prize-for-our-awesome-president
http://blogs.telegraph.co.uk/news/timstanley/100169248/barack-obamas-life-story-contains-myth-not-truth-says-biographer-so-why-did-the-media-report-it-as-truth/
http://blogs.telegraph.co.uk/news/timstanley/100169248/barack-obamas-life-story-contains-myth-not-truth-says-biographer-so-why-did-the-media-report-it-as-truth/
http://blogs.telegraph.co.uk/news/timstanley/100169248/barack-obamas-life-story-contains-myth-not-truth-says-biographer-so-why-did-the-media-report-it-as-truth/


Predicting Extraction and Triple Correctness

Distribution of providers for Kenya and USA


