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Providing Factual Information with 
Dual Neural Knowledge



Question We Asked in 2024

Is Correct, Relevant 
Information Closer 
or Farther Away?



My Favorite Example



My Favorite Example (cont’)



Another Fun Example—Myself



Harder Aggregation Example

Missing Answer



Another Aggregation Example



Harder Reasoning Example



Where Are We in This Journey?
—A Quantitative Answer



Rich and Insightful Question-Answer Set

● 4400+ QA pairs from 5 domains (Finance, 

Sports, Music, Movie, Encyclopedia)

● Questions for static, slow-changing, 

fast-changing, and real-time information

● Questions for head, torso, and tail entities

● Simple-fact questions and complex questions

Total Simple Simple w. 
Cond Set Comparison Aggregation Multi-hop Post-

processing
False 

Premise

4409 1205 689 403 546 489 382 180 525

434 204

275

Xiao Yang, Kai Sun, Hao Xin, Yushi Sun, et al. CRAG–Comprehensive RAG Benchmark. NeurIPS, 2024.



Accessible Retrieval Content
● 220K webpages: 50 webpages for each question from BraveAPI web search

● Mock KG: 2.6M entities, 30:1 signal-to-noise ratio

● Mock APIs: 38 mock APIs

Reliable Tasks and Evaluation
● Task 1: Answer generation over top-5 web search results—Answer Summarization

● Task 2: + Mock-KG Search API—Structured Search, Answer Selection

● Task 3: + 50 web search results—Search Ranking

Xiao Yang, Kai Sun, Hao Xin, Yushi Sun, et al. CRAG–Comprehensive RAG Benchmark. NeurIPS, 2024.



Domain Solution Accuracy Hallucination Missing Factuality
=Accuracy-Halluci..

Llama-3
(70B)

LLM Only 32% 29% 39% 3%

Straightforward Task 3 41% 32% 28% 9%

GPT4
Turbo

LLM Only 34% 14% 53% 20%

Straightforward Task 1 36% 28% 36% 8%

Straightforward Task 2 41% 25% 34% 16%

Straightforward Task 3 44% 30% 26% 14%

LLM-only vs. Straightforward RAGs

RAG may also bring 
more hallucinations

RAG may improve 
accuracy

Xiao Yang, Kai Sun, Hao Xin, Yushi Sun, et al. CRAG–Comprehensive RAG Benchmark. NeurIPS, 2024.

KG w. crisper retrieval 
results helps



Tasks
Auto-eval Manual-eval

GPT-4 Llama 3 KDDCup Winning team

Task 1 8% 5% 29% 30%

Task 2 16% 8% 30% 32%

Task 3 13% 9% 31% 36%

KDD Cups Winning Solutions Big jump!!

Xiao Yang, Kai Sun, Hao Xin, Yushi Sun, et al. CRAG–Comprehensive RAG Benchmark. NeurIPS, 2024.
Xiao Yang, Kai Sun, et al. KDD Cup CRAG competition: Systems, Findings and Learnings. IEEE Data Engineering Bulletin, 2024.



State-of-the-Art Industry Solutions (2024)

Perfect < 63%. Still a big 
gap to fill

Different latency-quality 
tradeoffs

Xiao Yang, Kai Sun, Hao Xin, Yushi Sun, et al. CRAG–Comprehensive RAG Benchmark. NeurIPS, 2024.

System Perfect Acceptable Incorrect Missing Factuality Latency (S)

Copilot Pro 63% 12% 18% 8% 50.4% 11.6

Gemini Advanced 61% 10% 17% 13% 49.5% 5.2

ChatGPT Plus (4o) 60% 13% 25% 2% 42% 6.2

Meta Wearables 53% 10% 16% 22% 41% 3.4

Perplexity.ai 56% 9% 25% 10% 35% 4.6

Notes: 1. Manual annotations. 2. Retrieval by the SOTA solutions themselves.



SOTA Industry Solutions on Diff Dimensions
Improvements needed 
for fast-changing facts

Improvements needed 
for complex questions

Improvements needed 
for torso/tail questions

Xiao Yang, Kai Sun, Hao Xin, Yushi Sun, et al. CRAG–Comprehensive RAG Benchmark. NeurIPS, 2024.



Where Are We in This Journey?
—A Quantified Answer

SOTA Industry 
RAG (50%)

*Manual Eval*

Straightforward 
RAG (9-14%)

LLM-0nly 
(3-20%)

CRAG KDD 
Cups (36%)

*Manual Eval*

CRAG Benchmark

Factuality = Corr% - Incorr%
Xiao Yang, Yifan Ethan Xu, Kai Sun, Jiaqi Wang, et al. KDD Cup CRAG Competition: Systems, Findings, and Learning. IEEE Bulletin, 2024.



Dual Neural Knowledge 
As a Path to Factuality



Dual Neural Knowledge 

Head knowledge

Torso 
Long-tail

Use symbolic form to store 
knowledge for tail entities

Use both embeddings and 
symbolic form to represent 
head-to-torso entities

Xin Luna Dong. Generations of knowledge graphs: The crazy ideas and the business impact. VLDB, 2023.



Offline 
Integration

through 
Pre-training

Internalized head-to-torso 
knowledge within LLMs

Dual Neural Knowledge 

Runtime 
Integration

through RAG

Symbolic tail or dynamic 
knowledge as is in the wild

Xin Luna Dong. Generations of knowledge graphs: The crazy ideas and the business impact. VLDB, 2023.



Offline 
Integration

through 
Pre-training

Dual Neural Knowledge 

Runtime 
Integration

through RAG

LLM-only (Closed-book)

Low factuality EVEN for 
head entities

Internalized head-to-torso 
knowledge within LLMs

Symbolic tail or dynamic 
knowledge as is in the wild

Xin Luna Dong. Generations of knowledge graphs: The crazy ideas and the business impact. VLDB, 2023.



Dual Neural Knowledge 

Runtime 
Integration

through RAG

Offline 
Integration

through 
Pre-training

Still low factuality EVEN with 
external knowledge

RAG (Open-book)

Internalized head-to-torso 
knowledge within LLMs

Symbolic tail or dynamic 
knowledge as is in the wild

Xin Luna Dong. Generations of knowledge graphs: The crazy ideas and the business impact. VLDB, 2023.



Question 2. How to leverage external 
data in RAG more effectively? 

Post-train

Offline 
Integration

through 
Pre-training

Dual Neural Knowledge 

Runtime 
Integration

through RAG

Question 3. How to internalize more 
factual knowledge into LLMs?

Question 1. How to know when to rely 
on what?

Internalized head-to-torso 
knowledge within LLMs

Symbolic tail or dynamic 
knowledge as is in the wild

Post-train

Xin Luna Dong. Generations of knowledge graphs: The crazy ideas and the business impact. VLDB, 2023.

Pre-train 
/
Post-train



1. Choosing Between Internalized 

Neural Knowl. vs. Symbolic Knowledge



How to Know When to Rely on What?

Yin Huang, Yifan Ethan Xu, Kai Sun, Vera Yan, Alicia Sun, Haidar Khan, et al. ConfQA: Answer only if you are confident. arXiv, 6/2025



● Does an LLM know what it knows?

● Can we teach LLMs to refrain from hallucinating?

● What is the optimal strategy for RAG triggering? 

How to Know When to Rely on What?

Yin Huang, Yifan Ethan Xu, Kai Sun, Vera Yan, Alicia Sun, Haidar Khan, et al. ConfQA: Answer only if you are confident. arXiv, 6/2025



RQ1. Does an LLM Know What It Knows?
Experiments on Three Factuality Benchmarks

LLMs tend to be 
over-confident

Smaller models are even 
more confident

Harder for nuanced facts 
about popular entities

Yin Huang, Yifan Ethan Xu, Kai Sun, Vera Yan, Alicia Sun, Haidar Khan, et al. ConfQA: Answer only if you are confident. arXiv, 6/2025



RQ2. Can We Teach LLMs to Refrain from Hallucinating?

DBPedia

Q: What college is the 
sister college of trinity 

college Oxford?

A: Trinity college, 
Cambridge

LLM

LLM-as-judge

Correct

Incorrect

Q: What college is the sister 
college of trinity college Oxford? 
Answer only if you are confident.
A: Trinity college, Cambridge.

Q: What college is the sister 
college of trinity college Oxford? 
Answer only if you are confident.
A: I am unsure

Fine-Tuning Data

● Teach LLM to calibrate confidence by comparing to GT
● Dampening prompt to guide LLM behavior
● Use atomic facts to focus on factual statements

Yin Huang, Yifan Ethan Xu, Kai Sun, Vera Yan, Alicia Sun, Haidar Khan, et al. ConfQA: Answer only if you are confident. arXiv, 6/2025



1. Dampener is critical in training. At inference, 
with the dampener prompt, hallucination 
reduced to below 5%

Yin Huang, Yifan Ethan Xu, Kai Sun, Vera Yan, Alicia Sun, Haidar Khan, et al. ConfQA: Answer only if you are confident. arXiv, 6/2025

RQ2. Can We Teach LLMs to Refrain from Hallucinating?



2. Without the dampener prompt in inference, 
similar correct% and mild hallucination% reduction

Yin Huang, Yifan Ethan Xu, Kai Sun, Vera Yan, Alicia Sun, Haidar Khan, et al. ConfQA: Answer only if you are confident. arXiv, 6/2025

RQ2. Can We Teach LLMs to Refrain from Hallucinating?



3. Suppress more for long-tail facts.

Yin Huang, Yifan Ethan Xu, Kai Sun, Vera Yan, Alicia Sun, Haidar Khan, et al. ConfQA: Answer only if you are confident. arXiv, 6/2025

RQ2. Can We Teach LLMs to Refrain from Hallucinating?



4. Transfer well from DBPedia to IMDb. However, 
training data from MMLU (w. non-factual 
questions) significantly lower accuracy
Yin Huang, Yifan Ethan Xu, Kai Sun, Vera Yan, Alicia Sun, Haidar Khan, et al. ConfQA: Answer only if you are confident. arXiv, 6/2025

RQ2. Can We Teach LLMs to Refrain from Hallucinating?



5. Transfer well to long-form answers w. higher 
quality, and no regression on other tasks

6. Feeding GT only will teach LLMs to hallucinate

Yin Huang, Yifan Ethan Xu, Kai Sun, Vera Yan, Alicia Sun, Haidar Khan, et al. ConfQA: Answer only if you are confident. arXiv, 6/2025

RQ2. Can We Teach LLMs to Refrain from Hallucinating?



RQ3. What Is Optimal Strategy for RAG Triggering?

● Trigger LLM for dynamic questions and unsure answers
● Parallel invocations RAG and ConfQA to cut latency

Yin Huang, Yifan Ethan Xu, Kai Sun, Vera Yan, Alicia Sun, Haidar Khan, et al. ConfQA: Answer only if you are confident. arXiv, 6/2025



ConfQA reduces hallucination to below 
5% on various benchmarks

RAG based on ConfQA increases 
accuracy by 45%, w. reasonable latency

Yin Huang, Yifan Ethan Xu, Kai Sun, Vera Yan, Alicia Sun, Haidar Khan, et al. ConfQA: Answer only if you are confident. arXiv, 6/2025

RQ3. What Is Optimal Strategy for RAG Triggering?



2. Effectively Leveraging 
Symbolic Knowl. for RAG



Web Retrieval

Which team does 
Lionel Messi play for?

Web Search

Lionel Messi plays 
for Inter Miami.

Intent 
Detection
& Query 

Rewriting

User query: “Which team does Lionel Messi play for?”

Query: “Lionel 
Messi” Fetching & 

Extraction & 
Reranking

Search Results: 
{(url1, snippet1),
(url2, snippet2)
(url3, snippet3)
…}

Webpages: 
{page1 content,
page2 content,
page3 content,
…} LLM Summa-

rization

KG-Search (KES)

RAG Accuracy   =   Retrieval Recall  x  Summarization 
Accuracy
 

Overview of Federated RAG



Tradeoff Between Retrieval Recall & 
Summarization Accuracy

Data sources Recall Accuracy
KB 0.952 0.908
Wiki Infobox 0.980 0.872
Wiki Page 0.990 0.845

Increased 
recall

Decreased 
accuracy



QA Quality on CRAG

Tradeoff Between Retrieval Recall & 
Summarization Accuracy

Retrieval recall decides the 
ceiling of RAG accuracy

LLM cannot yet leverage richer 
but more noisier retrievals



QA Quality on CRAG

Tradeoff Between Retrieval Recall & 
Summarization Accuracy

Gap 2. LLM summarization 
capability

Gap1. Retrieval recall



Web Retrieval

Which team does 
Lionel Messi play for?

Web Search

Lionel Messi plays 
for Inter Miami.

Intent 
Detection
& Query 

Rewriting

User query: “Which team does Lionel Messi play for?”

Query: “Lionel 
Messi” Fetching & 

Extraction & 
Reranking

Search Results: 
{(url1, snippet1),
(url2, snippet2)
(url3, snippet3)
…}

Webpages: 
{page1 content,
page2 content,
page3 content,
…} LLM Summa-

rization

KG-Search (KES)

Overview of Federated RAG

RAG Accuracy   =   Retrieval Recall  x  Summarization 
Accuracy
 

● Search recall improvement
● Complex-question decomposition

● Retrieval precision improvement
● Summarization improvement
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Web Retrieval

Which team does 
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Web Search

Lionel Messi plays 
for Inter Miami.
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RAG Accuracy   =   Retrieval Recall  x  Summarization 
Accuracy
 

RAG on Knowledge Graphs

● Retrieval precision improvement
● Summarization improvement



III. RAG on Texts: Improving Retrieval Precision 
QA Quality on CRAG

Passage-level filtering and 
re-ranking helps, but not enough



III. RAG on Texts: Increasing Robustness Against Distractions 

Kachuee, Gollapudi, Minseok Kim, et al. PrismRAG: Boosting RAG factuality with distractor resilience and strategized reasoning. In Submission.



III. RAG on Texts: Improving CoT w. Strategization

Kachuee, Gollapudi, Minseok Kim, et al. PrismRAG: Boosting RAG factuality with distractor resilience and strategized reasoning. In Submission.



III. RAG on Texts: Improving CoT w. Strategization

Kachuee, Gollapudi, Minseok Kim, et al. PrismRAG: Boosting RAG factuality with distractor resilience and strategized reasoning. In Submission.



III. RAG on Texts: Improving CoT w. Strategization

Significant improvements over 
baseline and sota solutions

Naive SFT only providing QA pairs 
can even reduce quality

Distraction SFT data reduces 
hallucinations, whereas strategizing 
also increases accuracy

Kachuee, Gollapudi, Minseok Kim, et al. PrismRAG: Boosting RAG factuality with distractor resilience and strategized reasoning. In Submission.



III. RAG on Texts: Improving Summarization Accuracy

Kachuee, Gollapudi, Minseok Kim, et al. PrismRAG: Boosting RAG factuality with distractor resilience and strategized reasoning. In Submission.

QA Quality on CRAG

Our fine-tuned model further 
improve accuracy and reduce 
hallucinations
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II. RAG on Semi-structured Data

Horizontal Tables

Free-form

Free-form

Attr-Val Pairs
(Vertical Tables)

Kai Sun, et al. Does Knowledge Extraction Remain Relevant for Question Answering in the Era of LLMs? In submission.



II. QA vs. Knowledge Extraction on Semi-Data

Q: Is the movie Rogue well received at 
Rotten Tomatoes?

A: Rogue got a medium score of 71% on 
Rotten Tomatoes 

Kai Sun, et al. Does Knowledge Extraction Remain Relevant for Question Answering in the Era of LLMs? In submission.
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RAG on Semi-Structured Data

● Summarization improvement



II. RAG on Semi: Current QA quality

Kai Sun, et al. Does Knowledge Extraction Remain Relevant for Question Answering in the Era of LLMs? In submission.

Smaller LLMs still have quality gaps, but large 
LLMs have superior quality on cleaned pages 

LLMs still struggle with whole HTML pages in 
the wild



II. RAG on Semi: Extraction as Fine-tuning Tasks

Kai Sun, et al. Does Knowledge Extraction Remain Relevant for Question Answering in the Era of LLMs? In submission.

Multi-task fine-tuning with QA and Extraction tasks can significantly 
improve small QA quality



II. RAG on Semi: Extraction Augmentation

Kai Sun, et al. Does Knowledge Extraction Remain Relevant for Question Answering in the Era of LLMs? In submission.

Augmenting the webpages with knowledge triples further improve QA 
quality. However, it is hard to obtain correct triples.



II. Knowledge Extraction on Semi-structured Data
Few-shots w. in-domain 
examples achieves high 
extraction quality

We can teach LLMs to write 
scripts to extract triples from 
semi-structured content, even 
from out-of-domain websites

Knowledge extraction from 
unseen websites remains difficult

Kai Sun, et al. Does Knowledge Extraction Remain Relevant for Question Answering in the Era of LLMs? In submission.



II. RAG on Semi: Extraction Results to Improve QA

Kai Sun, et al. Does Knowledge Extraction Remain Relevant for Question Answering in the Era of LLMs? In submission.

Script-based extraction can improve small LLMs on QA 
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RAG on Knowledge Graphs

● Search recall improvement ● Retrieval precision improvement
● Summarization improvement



I. RAG on KG: Intuition of KERAG

Existing methods: Semantic parsing
● SPARQL queries
● One or a few paths

Our methods: Identify a subgraph and 
leverage LLM summarization capability 

Yushi Sun, et al. KERAG: Knowledge-enhanced retrieval-augmented generation for advanced question answering. In submission.



I. RAG on KG: KERAG Solution

Yushi Sun, et al. KERAG: Knowledge-enhanced retrieval-augmented generation for advanced question answering. In submission.



I. RAG on KG: KERAG Solution

Yushi Sun, et al. KERAG: Knowledge-enhanced retrieval-augmented generation for advanced question answering. In submission.



I. RAG on KG: KERAG Solution

Retrieval recall optimization: Neighborhood 
expansion for multi-hop questions

Yushi Sun, et al. KERAG: Knowledge-enhanced retrieval-augmented generation for advanced question answering. In submission.



I. RAG on KG: KERAG Solution

Retrieval precision optimization: 
Neighborhood filtering to reduce noise

Yushi Sun, et al. KERAG: Knowledge-enhanced retrieval-augmented generation for advanced question answering. In submission.



I. RAG on KG: KERAG Solution

Entity level parsing + predicate level planning 
for reduced latency & flexibility across different KGs

Yushi Sun, et al. KERAG: Knowledge-enhanced retrieval-augmented generation for advanced question answering. In submission.



I. RAG on KG: KERAG Solution

Summarization: CoT-based fine-tuning to better answer 
complex questions w. reasoning and aggregation  

Yushi Sun, et al. KERAG: Knowledge-enhanced retrieval-augmented generation for advanced question answering. In submission.



I. RAG on KG: KERAG Results
Tr

ut
hf

ul
ne

ss

Higher quality compared to SOTA

Multi-hop improves retrieval recall 
and QA accuracy, but can also bring 

more hallucinations

Yushi Sun, et al. KERAG: Knowledge-enhanced retrieval-augmented generation for advanced question answering. In submission.



3. How to Internalize More
Factual Knowledge to LLMs



W/o Extended Memory W. Extended Memory

Plug-and-Play Memory for Language Models

Contributors: Christian Belardi, Mohammad Sadegh Rasooli, Barlas Oguz, et al. 



Plug-and-Play Memory for Language Models

Contributors: Christian Belardi, Mohammad Sadegh Rasooli, Barlas Oguz, et al. 



Plug-and-Play Memory for Language Models

Additional medical 
knowledge

Knowledge obtained 
during pre-train

Contributors: Christian Belardi, Mohammad Sadegh Rasooli, Barlas Oguz, et al. 



Putting Everything in Context

Building Next-Generation Intelligent 
Assistants for Wearable Devices



Stages of Intelligent Assistants
I. Chatbot

Text input
II. Voice Asst

Voice input
III. Wearable Asst

Voice + Visual + Context



What Is Different for A Wearable Assistant?
You wear it everywhere

You learn from it

You see through it

You wear for a long time



Ray-ban Meta Video (0:24, 4:22)

https://www.wsj.com/tech/personal-tech/the-ai-gadget-that-can-make-your-life-betterand-two-that-definitely-wont-c51f49f0?mod=Searchresults_pos1&page=1


Multi-Modal

Text LLM

Personalization

(Memory search,
Personalization)

Scene Text 
Recognition

Knowledge
Augmentation

(Web, KG,
Real-time APIs, 
Social network)

Visual 
Understanding

Voice Assistant

Multi-modal Assistant

Pillars for Next-Generation Assistant

Contextualization



External sources

RAG Pipeline is Fundamental for Various Applications

Web KG Agents Memory

Retrieval
Intent 

Understanding
Filtering & 
Reranking

LLM Summa-
rization

IndexingAugmentation

Offline Augmentation 

Runtime Generation

Offline augmentation to enhance 
retrieval and generation 

Maximize retrieval 
recall

Improve retrieval 
ranking

Noise-robust
summarization



CRAG IS BACK—CRAG-MM KDDCup’25

● First benchmark for Wearables use cases
● Multi-modal Multi-turn conversations



CRAG-MM: Example Questions

Reasoning
Question: Could a guest tour inside this museum 
on Christmas?
Answer: No, the Indianapolis Firefighters 
Museum is only open on weekdays and Saturdays 
from April to October.
Dynamism: slow-changing

Simple - recognition

Question: What brand is this?
Answer: The brand is contigo.
Dynamism: static

Comparison
Question: Is this product cheaper on Amazon?
Answer: No, the product costs $79.96 on amazon 
which is more expensive than this place.
Dynamism: fast-changing

Simple - knowledge
Question: what chemicals are used in this?
Answer: 
The active ingredients in Great Value Disinfecting 
wipes are quaternary ammonium compounds and 
ethanol.
Dynamism: slow-changing

Multi-hop
Question: how many books has this book's 
author written?
Answer: Patrick o'Donnell, the author of the 
unvanquished, has written 13 books in total.
Dynamism: slow-changing

Aggregation
Question: Which heads can I use for 
straight hair?
Answer: The Soft smoothing brush and the 
Firm smoothing brush.
Dynamism: static

Jiaqi Wang, Xiao Yang, Yinglong Xia, et al. CRAG-MM: Comprehensive RAG benchmark with multi-modal multi-turn conversations. KDD Cup, 2025



CRAG-MM Tasks

Jiaqi Wang, Xiao Yang, Yinglong Xia, et al. CRAG-MM: Comprehensive RAG benchmark with multi-modal multi-turn conversations. KDD Cup, 2025



CRAG-MM Benchmark Overview

Image-Question-Answer Triples

Retrieval

Image Search API

Web Search API

● 4K egocentric and 1K normal images

● 6 types of image quality issues

● 4K single-turn VQAs and 1.1K 

multi-turn sessions with 2-6 turns

● 13 domains

● 6 query categories and 4 types of 

dynamism

Jiaqi Wang, Xiao Yang, Yinglong Xia, et al. CRAG-MM: Comprehensive RAG benchmark with multi-modal multi-turn conversations. KDD Cup, 2025



CRAG-MM Benchmark Overview

Jiaqi Wang, Xiao Yang, Yinglong Xia, et al. CRAG-MM: Comprehensive RAG benchmark with multi-modal multi-turn conversations. KDD Cup, 2025



CRAG-MM Benchmark Overview

Image-Question-Answer Triples

Retrieval

Image Search API

Web Search API

● Unified Image and Web search API 

with semantic search

● Image KG with 51k corpus size 

● 1.4M web chunks

Jiaqi Wang, Xiao Yang, Yinglong Xia, et al. CRAG-MM: Comprehensive RAG benchmark with multi-modal multi-turn conversations. KDD Cup, 2025



CRAG-MM Winning Solutions

Tasks Truthfulness
= Perf + Acc * 0.5 - Hallu

Perfect Acceptable Missing Hallucination

Task 1 12.8% 14.7% 1.5% 80.3% 3.4%

Task 2 23.3% 26.8% 3.4% 61.0% 8.8%

Task 3 36.9% 35.9% 2.1% 56.6% 5.5%

All Egocentric 
Images 21.0% 24.4% 2.1% 65.8% 4.4%

Jiaqi Wang, Xiao Yang, Yinglong Xia, et al. CRAG-MM: Comprehensive RAG benchmark with multi-modal multi-turn conversations. KDD Cup, 2025

Still a gap from single-turn 
text RAG results (36%)

Lower quality on 
ego-centric images Quite high missing rate



Massive Data Exist in Various Forms

● Relational databases

● Spreadsheets

● Graph databases

● Knowledge graphs

● XML

● JSON

● Key-value stores

● NoSQL (semi-struc.)

● Files



How to Access All Forms of Data in a Holistic Way?
Data Integration Runtime 

Integration
(mediated 
schema)

2000s

Knowledge Graph

Offline 
Integration
(easy-to-grow

schema)

2010s

Offline 
Integration
(pre-defined 

schema)

1980s

Runtime 
Integration

(flexible
schema)

2010s

Data Lakehouse



Inherent Challenges Have NEVER Changed
Data Integration Runtime 

Integration
(mediated 
schema)

Offline 
Integration
(easy-to-grow

schema)

2000s

2010s

Challenges:
- Answer summarization non-trivial
- Heterogeneity hard-to-resolve
- Conflict resolution challenging
- Latency high

Challenges:
- Offline integration very strenuous 
- Limited coverage
- Constrained expressive power
- Complex QA difficult



Dual Neural Knowledge

Runtime 
Integration

through RAG

Offline 
Integration

through 
Pre-training

LLM as the rescue: 
- Agentic tool-using, Text2SQL capabilities
- Summarization from multiple sources
- Reasoning capabilities to synthesize data
   (no programming needed!)

LLM as the rescue:
- Min fixed schema
- Max expressive power
- Different modalities in the same neural space

Internalized Neural 
knowledge within LLMs

Symbolic knowledge 
as is in the wild

Xin Luna Dong. Generations of knowledge graphs: The crazy ideas and the business impact. VLDB, 2023.



Runtime 
Integration

through RAG

Offline 
Integration

through 
Pre-training

Internalized Neural 
knowledge within LLMs

Symbolic knowledge 
as is in the wild

Question 1. How to internalize more 
factual knowledge into LLMs?

Question 2. How to leverage external 
data in RAG more effectively? 

Question 3. How to know when to rely 
on what?

Trend 1. Data Representation Revol.—Dual Neural Knowl.
A.k.a. Do we still need KGs? YES, but more than that



Build one single giant graph

Trend 2. Data Integration Revolution—Pay as you go
A.k.a. Do we need to aggressively build KGs? NOT necessarily



Use raw data as is; 
integration through RAG 

Runtime Integration Challenges:
- Answer summarization non-trivial
- Heterogeneity hard-to-resolve
- Conflict resolution hard
- Latency high

Trend 2. Data Integration Revolution—Pay as you go
A.k.a. Do we need to aggressively build KGs? NOT necessarily



Runtime 
Integration

through RAG

Pay-as-you-go 
Integration

Question 2. When shall data be connected or 
integrated?

Question 1. What if we simply buffer answers 
from previous conversations?

Question 4. How can we teach LLMs data 
cleaning and curation as teaching coding?

Question 3. Where to store the integrated data, 
or derived knowledge?

Question 5. How can we connect private 
(cooperation, personal) data w. public data?

Trend 2. Data Integration Revolution—Pay as you go
A.k.a. Do we need to aggressively build KGs? NOT necessarily



Trend 3. Data Creation Revol.—Second Brain

Manual data creation 

Memex (1945)

Automatic data recording
Question. If everyone records what’s 
happening from her own perspective, can we 
piece together recorded data to cover all 
valuable data?



Info Recomm.

Who’s the architect for this?

Stephen Sauvestre, Emile Nouguier, 
Maurice Koechlin are the architects for 
Eiffel Tower.

Trend 4. Data Access Revolution—No-query Info Access

Question 1. When to provide information?

Question 2. What information to provide?

Question 3. How to personalize?

QA



Do Data Manage 
Themselves?

Do We 
Manage Data?

Data create themselves
Data structure themselves
Data integrate themselves
Data provide themselves

Info at the tip of 
your nose



Recap: The Path to a Knowledgeable Assistant


